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Artificial intelligence involves the theory, practice, and design of systems that exhibit functional human intelligence characteristics such as perception, problem solving, and planning. Further, artificial intelligence has been defined as the study of intelligent agents or agents that possess these human-like traits, and can interact with their environment through various sensory and input mechanisms to formulate an action in order to achieve a goal or outcome. These unique properties have gained a wide interest from interdisciplinary communities, which are investigating the potential applications of intelligent-enabled technologies. Within healthcare, there has been a progressive diffusion and integration of intelligent agent-enabled technologies across consumer populations (such as smart technologies) as well as in many health care organizations and settings (ie acute care, home care). In addition, advanced technologies associated with intelligent agents that have the ability to formulate diagnosis and treatment plans have also been introduced into both the clinical setting and practice.

IBM Watson is a cognitive technology that leverages big data through screening extensive volumes of medical evidence and literature. It has the capability to assist with life sciences research and to rapidly formulate medical decisions with greater accuracy than physicians. Specifically, IBM Watson has been introduced to assist with decision making related to lung cancer treatment; this is based on its ability to synthesize and analyze data, including case scenarios and research evidence, and to formulate clinical decisions such as choice of treatments. Despite its promising capabilities, projects and partnerships with academic medical centres related to this lung cancer treatment program have been discontinued, as the treatment decisions provided by Watson were found to be inappropriate and not safe for patients. This example provides a valuable opportunity for researchers and healthcare providers to reflect on the potential implications of intelligent-enabled technologies and their impact on clinical practice.

Although intelligent agents may, in their current state, have limited ability to provide treatment decisions, their human-like characteristics and attributes may disrupt and alter the role of health care providers and may cause job loss due to automation. An evaluation by Frey and Osborne that examined the susceptibility of jobs to automation found that physicians, nurses, dentists are among a group of healthcare providers that are considered the least likely to be replaced by automation. On the other hand, healthcare workers such as medical and clinical laboratory technologists are amongst the group of professionals that are very likely to be replaced by automation. Additionally, though it was suggested that certain jobs are less likely to be replaced, it does not necessarily mean that the nature of the job will remain the same. It has been suggested that intelligent agents will not serve as a substitute or replacement for professionals, but will instead increase professionals’ effectiveness. What may this mean? For example, how will the introduction of intelligent agents in the clinical setting modify the scope of practice and responsibilities of physicians and nurses? How will these intelligent agent-enabled technologies influence clinical practice? If clinical decisions such as treatment plans fall into the hands of intelligent agents, who will be responsible for patients’ care plan?

Consideration must be given to the diffusion of intelligent agents into the healthcare setting and their impact on clinical decision making as they become more sophisticated and powerful. Since intelligent agents possess the capabilities to problem solve and provide solutions based on its surrounding environment and stimuli (as demonstrated by IBM Watson), they may assist with, and perhaps even intervene in, health care providers' ability to formulate clinical decisions. As such, the intersection of intelligent agents and clinical decision making requires significant discussion and examination. The example of IBM Watson reinforces the importance of autonomous clinical decision making by practitioners to identify inappropriate treatment plans provided by Watson. Indeed, the ability to possess sound clinical decision making has been considered to be one of the highest attributes for health care providers.

Clinical decision making has been defined as “a contextual, continuous, and evolving process, where data are gathered, interpreted, and evaluated in order to select an evidence-based choice of action.” Sources of information that health care providers may consider during their clinical decision making process include personal knowledge and experience, scientific evidence, patients' health history, and providers' clinical judgement (including physicians, registered nurses, and other members of allied health). Several theoretical frameworks and perspectives may provide preliminary insights regarding the potential effects of the integration of intelligent agents into clinical decision making. For example, the Three Stage Decision Making Model by Fellows suggests that individuals seek options prior to an evaluation and subsequently formulate a decision. In addition, the Shared Decision-Making Model for Clinical Practice by Elwyn proposed that decision support elements are used by either patients or clinicians prior to forming a decision. These two models have provided an opportunity to explore the ability of intelligent agents to impact clinical decision making via providing additional options and recommendations for health care providers based on their unique ability to semi- or fully-autonomously execute planning and problem solving. The provision of these options could be seen in both positive and negative lights.
For example, increased options generated by the agents may provide a more comprehensive approach to identifying treatment options for patients, yet the overabundance of options may also lead to decision fatigue, resulting in less favorable decisions. Given the wide range of factors and complexities that currently underpins health care providers' clinical decision making, a closer examination of the potential impact of intelligent agents is warranted.

Though not comprehensive in nature, the purpose of this commentary was to provide insight and to generate discussion regarding the integration of intelligent agents and how it may influence health care providers' decision making process. It is important to recognize that although there are many foreseeable benefits associated with intelligent agents in the clinical setting, further evidence is required to support their full and systematic implementation. Additionally, much of intelligent agents' current capabilities rely on predictions based on past data and information. How does this compare with health care providers' clinical decision making? Do health care providers currently operate based on a prediction model or an evidence-based decision making process? Given the potentially limitless opportunities for research and development for intelligent agents, clinical decision making is only one of the many avenues that researchers may pursue and investigate. Further research regarding the efficacy of intelligent agents may generate evidence to support their adoption and integration in the healthcare setting to assist healthcare practitioners and their provision of care.
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